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ABSTRACT

The Spectral and Photometric Imaging Receiver (SPIRE) is one of three scientific instruments on ESA’s Herschel Space Observatory. An imaging Fourier transform spectrometer (IFTS) provides the medium resolution spectroscopic capabilities of SPIRE. This paper compares the measured performance of the SPIRE IFTS, as determined from flight model instrument verification tests, with theoretical expectations. This analysis includes a discussion of the instrument line shape, signal-to-noise, resolution, field of view and spectrometer sensitivity.
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1. INTRODUCTION

The Spectral and Photometric Imaging Receiver (SPIRE) is one of three scientific instruments on ESA’s Herschel Space Observatory. An imaging Fourier transform spectrometer (IFTS) provides the medium resolution spectroscopic capabilities of SPIRE. This paper determines the resolution of the SPIRE IFTS from a careful analysis of the instrumental line shape (ILS), based on measurements obtained during instrument testing. Spectrometer resolution, signal-to-noise (S/N) ratio, field of view (FOV) and spectrometer sensitivity are also discussed. Other aspects of the current status of SPIRE are found elsewhere in these proceedings.

The analysis presented here is based upon data obtained during flight model instrument verification tests, namely the first and second proto-flight model tests (PFM1 and PFM2 respectively), which were conducted in the spring and fall of 2005 at the Rutherford Appleton Laboratory (RAL) in the UK. Additional flight model testing is scheduled for the summer of 2006.

In Fourier transform spectroscopy, interferograms are recorded over a finite range of optical path difference (OPD) determined by the length of the FTS translation stage. Theoretically, and in the ideal case, an interferogram need only be measured from the position of zero path difference (ZPD) in one direction due to the symmetric nature of the instrument. In practice, however, a short double-sided portion of the interferogram is needed to account for any asymmetries. Typically, interferograms are measured in terms of both negative and positive OPD, with ZPD being the reference; however it is not necessary that both positive and negative maximum displacements be set equal. The single-sided (SS) portion of the interferogram ranges from ZPD to the point of maximum optical path difference, $L_{SS}$ (positive OPD). The complementary region of the interferogram, i.e. that extending from ZPD to the other extreme, $-L_{DS}$ (negative OPD), is referred to as the double-sided (DS) region (see Figure 1). The DS portion is used to correct for asymmetries in the interferogram by a process known as phase correction which is discussed in detail elsewhere.

In practice an interferogram is measured over a finite OPD, which is equivalent to the product of an infinitely long interferogram and the envelope function, $Env(z)$, shown in Figure 1. The envelope function over the interval $z \in [-L_{DS}, L_{SS}]$, is defined as:

$$Env(z) = \begin{cases} 1 & z \in [-L_{DS}, L_{SS}] \\ 0 & \text{elsewhere} \end{cases}$$
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The multiplication of an interferogram by $Env(z)$ (a rectangle function) is equivalent to a convolution in the spectral domain by a sinc function (i.e. $ILS(\sigma)$), which produces the ILS given below. This is illustrated using an interferogram with an envelope ranging from $-L$ to $L$ as follows:

$$ILS(\sigma) = \int_{-\infty}^{+\infty} Env(z)e^{-2\pi \sigma z} dz = 2L \text{sinc}(2\pi \sigma L).$$  \hspace{1cm} (2)

From Equation 2 it can be shown that the full width at half maximum (FWHM) of the ILS is given by

$$ILS_{\text{FWHM}} = \frac{1.207}{2L} \text{ cm}^{-1},$$ \hspace{1cm} (3)

demonstrating that the spectral resolution is inversely proportional to the maximum OPD. The right graph in Figure 1 illustrates the spectral ILS resulting from both the DS ($L = 1.4 \text{ cm}$, $ILS_{\text{FWHM}} = 0.431 \text{ cm}^{-1}$) and SS ($L = 14 \text{ cm}$, $ILS_{\text{FWHM}} = 0.0431 \text{ cm}^{-1}$) portions of the interferogram. Since unresolved spectral features measured with an FTS will reproduce the ILS, the ILS is most easily probed by observing an unresolved spectral feature. This paper investigates the ILS of the SPIRE IFTS as determined by measurements of unresolved spectral line sources, and compares the results with theory (Equations 2 & 3).

Another practical consideration in spectral analysis is optical divergence within the interferometer. For oblique rays transiting the interferometer, the effective off-axis OPD is less than that for the axial ray by a factor of $\cos(\beta)$, where $\beta$ is the angle of the ray from the optical axis of the interferometer with respect to the pupil. Thus, the frequency of a monochromatic source on a non-central detector will occur at

$$\sigma = \sigma_o (1 - \cos(\beta)) \text{ cm}^{-1}.$$ \hspace{1cm} (4)

Divergence within an FTS gives rise to the Jacquinot criterion$^{10}$ where the product of the spectrometer resolving power and divergent solid angle are related by $R\Omega = 2\pi$. This phenomenon is known as natural apodization and results in the interferogram being multiplied by a sinc function; or equivalently the spectrum being convolved with a rectangle function given by$^{11}$

$$\text{Rect}(\sigma_r) = \int_{-\infty}^{+\infty} \text{sinc}\left(\frac{\sigma_o \Omega z}{2}\right)e^{-2\pi \sigma z} dz = \left(\frac{\pi}{\sigma_o \Omega}\right)\text{Rect}\left(\frac{\sigma_o \Omega}{2\pi}\right).$$ \hspace{1cm} (5)

where $\sigma_o$ is the frequency of the monochromatic source and $\Omega$ is the divergence within the interferometer. Thus a monochromatic source of frequency $\sigma_o$ will be observed to be centered at $\sigma_o\left[1 - \frac{\Omega}{4\pi}\right]$ with a width of $\frac{\sigma_o \Omega}{2\pi}$.

This paper uses the spectral broadening and shift discussed above to investigate the angular separation of the SPIRE spectrometer detectors based upon measurements of unresolved spectral line sources obtained during the PFM1 and PFM2 instrument test campaigns.

---

**Figure 1.** The finite optical path length of the IFTS translation stage available to SPIRE (left) and the resultant ILS of the SPIRE spectrometer (right). The DS and SS spectral ILSs differ in width by a factor of ten due to the ratio of the interferogram envelope widths (i.e. $L_{DS} = 0.35 \text{ cm}$ and $L_{SS} = 3.5 \text{ cm}$ for SPIRE). The SS ILS is offset vertically for clarity.
2. SPECTRAL LINE SOURCES

This paper discusses data taken in the PFM1 and PFM2 test campaigns involving the SPIRE IFTS. Although a myriad of tests were performed with the SPIRE instrument during these test campaigns, only those tests related to the ILS of the SPIRE spectrometer will be discussed here. Information regarding the test campaigns, in general, and other aspects of the SPIRE instrument are found elsewhere. While the test campaigns lasted approximately one month each, the time assigned to measurements involving the spectrometer ILS was ∼5 hours for PFM1 and less than 1 hour for PFM2.

As discussed in section 1, the simplest way to determine the ILS of an FTS is to use an unresolved spectral line source. The unresolved spectral line sources used in the PFM1 and PFM2 test campaigns were a molecular laser and a photonic mixer, respectively. Both of these sources are described below.

One of the SPIRE test facility subsystems is a molecular laser (Edinburgh Instruments model 295 FIR). In operation, the laser is optically pumped by a CO$_2$ laser, which is tuned to match the pumping transition of the molecular gas in the resonant cavity. A beamsplitter placed in the output path of the molecular laser directs a portion of the beam towards a pyroelectric detector, which monitors the laser output power. With the selection of CO$_2$ pump lines, variable cavity length, and selection of molecular gases, the resonant cavity is capable of providing a wide variety of laser lines throughout the far-infrared. Table 1 lists the pump states and transition lines used during PFM1 testing of the SPIRE spectrometer for either methanol (CH$_3$OH) or formic acid (HCOOH). Each of these transitions have been well studied and the corresponding frequencies are documented in the literature.

A photonic mixer provided an alternative spectral line source for SPIRE instrument testing. The photonic mixer is part of a technology development effort by the Millimetre-Wave group of the Space Science Technology Department (SSTD) at RAL. The photonic mixer used during PFM2 testing accepts two compact near-infrared lasers operating at a wavelength of ∼1.55 µm (standard in the telecom industry) as input via a polarization maintaining fibre. The photonic mixer is controlled/tuned via a bias voltage and the temperature stabilized input lasers are tuned by voltage. The laser inputs are tuned to chosen wavelengths spectrally separated by several hundred gigahertz (GHz). The nonlinear effect of the photonic mixer generates coherent radiation at the difference frequency between the source lasers. At several hundred gigahertz, this difference is in the sub-millimetre spectral domain. The photonic mixer output is directed towards SPIRE via a radiating feedhorn and free space optics.

3. DATA ANALYSIS

Interferograms of the unresolved spectral sources directed towards individual pixels within both the spectrometer long-wavelength (SLW) and the spectrometer short-wavelength (SSW) arrays were recorded. The detectors within each array are organized in a hexagonal configuration with alpha-numeric names as indicated in Figure 2. While the spectrometer views the line sources, it is also subject to ambient radiation from the test laboratory environment. Thus the interferograms measured contain both interference fringes from the unresolved line, which are observed as sinusoidal oscillations throughout the length of the interferogram, and the broadband contribution from the background, which provides a large modulated signal component near ZPD. An example of this is shown in Figure 3.

Standard FTS processing routines were used in the reduction of the data to generate spectra; this included phase correction using the Forman method to remove interferogram asymmetries, and multiple scan averaging to reduce noise. A least squares fitting routine is used to determine the amplitude, width, and central frequency of the sinc ILS for each spectral line. The uncertainty in the spectral line is related to the ILS width (ILS$_{FWHM}$) and S/N by:

$$\delta\sigma \propto \frac{ILS_{FWHM}}{S/N} \text{ cm}^{-1}. \tag{6}$$

A fit was also performed to the sinusoidal portion of the interferograms of the PFM1 data. The measured PFM1 frequencies are compared to their theoretical values. A similar analysis was performed on the PFM2 spectra, however, in this case the precise source frequencies, being difference frequencies, are unknown.
Figure 2. SLW (left) and SSW (right) array maps demonstrating detector orientation and off-axis angular separation with respect to the sky. Pixels tested during either of PFM1 or PFM2 are shaded.

3.1. Laser Lines

The PFM1 tests included the first spectral line data obtained with SPIRE. Table 1 summarizes the laser lines used during these tests. Six different pixels within both the SLW and SSW arrays were illuminated. The interferogram, shown in Figure 3, contains contributions from both the molecular laser and the room background. Unfortunately, during these measurements, the ambient radiation from the test laboratory environment causes the observed interferogram saturation near ZPD, which results in calibration and phase errors in the resulting spectrum. This figure also illustrates the sinusoidal oscillations within the interferogram produced by the laser. Figure 4 shows the spectrum generated using the data from Figure 3.

Table 1. Summary of FTS laser spectra taken during the PFM1 test campaign.

<table>
<thead>
<tr>
<th>Date</th>
<th>Array/Pixel</th>
<th>N scans</th>
<th>Scan length (cm)</th>
<th>Gas</th>
<th>CO₂ Pump line</th>
<th>laser line (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 9</td>
<td>SLW C3</td>
<td>30</td>
<td>1.3/12.5</td>
<td>HCOOH</td>
<td>9R 20</td>
<td>23.1145893(7)</td>
</tr>
<tr>
<td>March 9</td>
<td>SLW B2</td>
<td>23</td>
<td>1.3/12.5</td>
<td>HCOOH</td>
<td>9R 20</td>
<td>23.1145893(7)</td>
</tr>
<tr>
<td>April 6</td>
<td>SSW D3</td>
<td>23</td>
<td>12.5</td>
<td>CH₃OH</td>
<td>9R 10</td>
<td>42.9296823(7)</td>
</tr>
<tr>
<td>April 7</td>
<td>SLW C2</td>
<td>10</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 4</td>
<td>33.0821464(5)</td>
</tr>
<tr>
<td>April 7</td>
<td>SSW F3</td>
<td>10</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 4</td>
<td>33.0821464(5)</td>
</tr>
<tr>
<td>April 7</td>
<td>SLW C3</td>
<td>6</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 4</td>
<td>33.0821464(5)</td>
</tr>
<tr>
<td>April 7</td>
<td>SSW D4</td>
<td>6</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 4</td>
<td>33.0821464(5)</td>
</tr>
<tr>
<td>April 8</td>
<td>SLW C2</td>
<td>3</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 28</td>
<td>19.4925817(6)</td>
</tr>
<tr>
<td>April 8</td>
<td>SLW C3</td>
<td>3</td>
<td>12.5</td>
<td>HCOOH</td>
<td>9R 28</td>
<td>19.4925817(6)</td>
</tr>
</tbody>
</table>

Table 2 shows the retrieved line centres and uncertainties (in parentheses) from least squares fitting of both the spectra and interferograms. The line centres are compared to both the theoretical line centres as well as the spectral resolution of the scan. All of the line centers are within one spectral resolution element, with the exception of the scans involving pixels SLW C2 and SSW F3 observing the 33.082 cm⁻¹ line. In this case
Figure 3. Sample interferogram from PFM1 FTS scans using the molecular laser. The upper inset within the plot shows the sinusoidal signal due to the laser source (with a fit to the sinusoid also shown). The lower inset illustrates detector saturation near ZPD.

Figure 4. The spectrum resulting from the interferogram shown in Figure 3. The inset shows a close up view near the line centre as well as the difference between the line and the sinc fit (vertically offset for clarity).
examination of this data reveals a discontinuity in the spectral phase within close proximity to the spectral line. Although the line centre is shifted, the ILS is still observed to follow the expected sinc profile. All of the ILS widths measured were consistent with theory. Discussion of the spectral and interferogram S/N values is presented in section 4.1.

Table 2. PFM1 Spectrum/Interferogram fit summary.

<table>
<thead>
<tr>
<th>Array/ Pixel</th>
<th>Spectrum</th>
<th>Interferogram</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{\text{spectrum}}$ (cm$^{-1}$)</td>
<td>$\sigma_{\Delta \sigma}$ (%)</td>
</tr>
<tr>
<td>SLW C2</td>
<td>19.46(8)</td>
<td>0.13(0)</td>
</tr>
<tr>
<td>SLW C3</td>
<td>19.47(9)</td>
<td>0.07(3)</td>
</tr>
<tr>
<td>SLW B2</td>
<td>23.08(9)</td>
<td>0.10(6)</td>
</tr>
<tr>
<td>SLW C3</td>
<td>23.09(9)</td>
<td>0.06(4)</td>
</tr>
<tr>
<td>SLW C2</td>
<td>33.03(7)</td>
<td>0.13(6)</td>
</tr>
<tr>
<td>SLW C3</td>
<td>33.05(9)</td>
<td>0.06(9)</td>
</tr>
<tr>
<td>SSW F3</td>
<td>33.03(8)</td>
<td>0.13(5)</td>
</tr>
<tr>
<td>SSW D4</td>
<td>33.05(9)</td>
<td>0.07(1)</td>
</tr>
<tr>
<td>SSW D3</td>
<td>42.89(6)</td>
<td>0.07(9)</td>
</tr>
</tbody>
</table>

3.2. Photomixer Lines

The PFM2 test campaign included scans using an unresolved source from the photonic mixer. Seven interferograms were obtained with the photonic mixer, each measured out to 12.5 cm OPD, and illuminating SLW pixel C4 of the SPIRE IFTS (see Figure 2). For three of these scans the photonic mixer was tuned to produce a spectral line at $\sim$509.5 GHz; for the other scans the mixer was tuned to $\sim$601 GHz. In both cases the dominant contribution to the spectrum was the ambient broadband background radiation in the laboratory. However, since both observations were taken under similar conditions (i.e. source position, optics, detector configuration, laboratory atmospheric opacity, etc.) and were closely spaced in time, it is reasonable to expect that the contribution from the background radiation will be constant (see Figure 5). Thus by differencing the spectra from the two line sources the dominant background continuum will be removed, isolating the spectral line information. The resulting difference spectra is fitted with two sinc ILS, one of which is expected to appear inverted due to the differencing involved. Also visible in Figure 5 are channel fringes which are discussed in section 4.2. General details on other aspects of the PFM2 test campaign may be found elsewhere.

The photonic mixer is a tunable device, and thus the precise emission frequency is unknown, however, this knowledge is unnecessary in its use in determining the ILS since it is the line profile, not the line centre, that is important. Although the photonic mixer illuminated pixel SLW C4, some energy is detected by neighboring pixels (SLW B3, B4, C5, D3, and D4), albeit at significantly reduced amounts. Serendipitously, this allows for a study of the variation of the line center with respect to the spectrometer optical axis (see section 4.3). Although the S/N is not sufficiently large on the neighboring pixels to obtain a reliable fit of both the line centre and width, a reasonable measure of the line center may be obtained. Figure 6 shows both the spectra (left) and spectral difference (right), i.e. the two sinc features, for pixels SLW B3 and C4. The lines are not directly visible within the spectrum of B3 until the differencing technique is employed. Although spectra from only two pixels are shown, the remaining pixels (B4, C3, D3, and D4) show similar structure, that is, lines appropriately centered with varying amplitudes depending on the pixel orientation to the source. Analysis of the line centers observed, after accounting for the off-axis frequency shift, yields photomixer line frequencies of 17.00 ± 0.01 cm$^{-1}$ and 20.07 ± 0.01 cm$^{-1}$ (i.e. 509.7 ± 0.3 GHz and 601.7 ± 0.4 GHz, respectively). The line centres are in agreement with the expected values and both uncertainties are less than a spectral resolution element. Section 4.3 discusses the angular orientation of the illuminated detectors and section 4.4 discusses the spectrometer sensitivity, determined from these measurements.
Figure 5. Measured spectra and difference for both photonic mixer frequencies. A fit of the ILS to the difference is also shown.

Figure 6. PFM2 photonic mixer spectra for two neighboring pixels (SLW B3 and C4). The left hand column shows the spectra for each of the two lines (offset for clarity). The right hand column shows the corresponding spectral difference.
4. DISCUSSION

4.1. Signal-to-Noise

Signal-to-noise estimates were taken throughout this analysis by comparing root-mean-square residuals of the noise after subtraction of the fit (and background if applicable). Interferograms were fitted with a sinusoid to represent the line source in the interference pattern, while spectra were each fitted with a sinc function and a rectangular convolution, to account for the instrument ILS and natural apodization, respectively (see equation 5). The S/N ratio is also important in determining the detector line sensitivity presented in section 4.4. The S/N in the interferogram and spectrum are related through Perseval’s theorem.\textsuperscript{16}

Although a comparison of the fitting of the line frequency in the spectrum and the sinusoid frequency in the interferogram may appear redundant, especially in the case of the molecular laser where the exact source frequency is known, comparing measurements in both Fourier domains is non-trivial. Since natural apodization is equivalent to multiplication of the interferogram by a sinc envelope (equation 5), the effective frequency observed throughout the interferogram will vary. A frequency of a sinusoid fit to the interferogram will thus vary depending on the region of the interferogram selected for study. Moreover, variations in the source intensity within an observation will be problematic as they are indistinguishable from apodization affects. This will influence the observed sinusoidal frequency throughout the interferogram and thus the line position and shape in the spectrum.

Another example of differences of the derived interferogram and spectral S/N is phase error. For example, a phase error in an interferogram has no effect on fitting a sinusoid to the data but has serious implications for the spectral fit if left uncorrected.

S/N reduction may also be caused by uncharacterized spectral background. The spectral differencing employed in the PFM2 data analysis greatly improved the S/N of the line source spectra by removal of the background continuum. This is observed in figure 5.

When an account is taken of the above effects, the S/N in the spectrum and interferogram are in general agreement. The corresponding S/N values for the PFM1 tests are shown in table 2.

![Figure 7](image-url)

**Figure 7.** High and low resolution spectra from PFM2 photonic mixer data illustrating the presence of spectrometer channel fringing. The lower curve is from an interferogram taken out to 10 cm OPD and the upper spectrum is from the full resolution interferogram including the channel fringe region.
4.2. Spectrometer Channel Fringes

Figure 5 shows an unresolved spectral feature superimposed upon a broad background. The background appears to have a high frequency component which results from channel fringes within the spectrometer. Figure 7 shows spectra from the same interferogram taken at different resolutions. The upper curve shows the spectrum resulting from the full scan length of the interferogram. The lower curve shows the resultant spectrum with the interferogram truncated at 10 cm OPD. The structure of the background continuum is similar; however, the channel fringes are significantly reduced in amplitude. Since the width of the ILS is related to the interferogram OPD (equation 2), a fit of the ILS derived from the full resolution spectrum should reveal the interferogram scan length. This, however, was not the case. A fit of the ILS for each of the interferograms yielded an $L_{SS}$ of $10.4 \pm 0.2$ cm where the actual interferograms were measured out to $12.4 \pm 0.1$ cm. Upon inspection of the interferograms in question (see Figure 8), it is observed that the OPD region encompassed by this difference, i.e. $[L_{ILS}, L_{SS}]$, has a clearly identified channel fringe. Although the interferogram is recorded out to $\sim 12.42$ cm OPD, the signal beyond $\sim 10.42$ cm OPD does not result in increased spectral resolution.

Interferogram channel fringes were not typically observed in PFM1 measurements using the molecular laser. This is because the intensity of the molecular laser dominates the modulation within the interferogram due to the channel fringe; and thus the channel fringes, which are most readily observed under a broad rather than narrow spectral source, are not evident. An example of the PFM1 channel fringe is shown in Figure 9.

Analysis has been performed demonstrating that resonant optical cavities can result between the field lenses (at the entrance to the detector assemblies) and the front and back of the detector assemblies. It is anticipated that new field lenses, which have an anti-reflection coating, will reduce the channel fringes by as much as a factor of two; their performance will be evaluated in future test campaigns. Further details on the SPIRE spectrometer
channel fringes are discussed elsewhere in these proceedings.\cite{footnote}

### 4.3. Off-Axis Calculations

Angular separation of a detector from the optical axis with respect to the FTS pupil, $\beta$, is related to the angle of the detector on the sky, $\alpha$, as follows

$$\alpha = \frac{D_{\text{pupil}}}{D_{\text{Telescope}}} \beta,$$

(7)

where the $D$'s represent the respective pupil diameters. For the SPIRE spectrometer, the FTS pupil diameter is 18-20 mm, with the entrance pupil being 3.3 m, namely that due to the Herschel Primary mirror. The expected frequency shift for off-axis detectors is given in equation 4. Figure 10 shows the axial variation of both the molecular laser and photomixer line centres plotted against the angular position on the sky. This figure also shows the expected frequency shift as a function of off-axis angle for two pupil sizes within the FTS. While the experimental data show significant scatter this is not inconsistent with theory.

### 4.4. Detector Sensitivity

Based on the lines detected via differencing of the spectra obtained with the photonic mixer, an estimate of the SPIRE spectrometer line sensitivity is possible. For the frequency region in question, the line sensitivity quoted in the SPIRE Sensitivity Model (SPIRE-QMW-NOT-000642)\cite{footnote} is estimated to be $7.1 - 9.9 \times 10^{-17} \ (\Delta F(5\sigma; 1 \text{-hr}) \) \ W \ m^{-2}$. The 5-$\sigma$; 1-hr line sensitivity, $\Delta F$, is determined as follows

$$\Delta F = \frac{I \Delta \sigma}{\pi(r)^2 \eta} \ W \ m^{-2}(5 - \sigma; 1 \text{-hour}).$$

(8)

where $I$ is the line strength ($W/cm^{-1}$), $\Delta \sigma$ is the spectral resolution ($cm^{-1}$), $r$ is the telescope primary mirror radius (m), $\eta$ is the telescope obscuration factor (87% for Herschel), and additional multiplicative factors were also included to normalize the data to 5-$\sigma$ S/N and 1 hour scan times. Using the above formula, the sensitivity was calculated using all of the available PFM2 spectral line measurements; these data are presented in table 3. The spectral line sensitivity was determined to be $7.2 \pm 0.1 \times 10^{-17} W \ m^{-2} (\Delta F(5\sigma; 1 \text{-hr}))$ from the SLW C4 measurements. The sensitivities derived from the other pixels are in close agreement with this value, however, their lower S/N results in greater uncertainty. It is encouraging that there is such close agreement between the derived sensitivities and those determined through theoretical modeling.
Table 3. SPIRE spectrometer line sensitivity determination.

<table>
<thead>
<tr>
<th>Pixel</th>
<th>low frequency line</th>
<th></th>
<th>high frequency line</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Power (fW/cm$^{-1}$)</td>
<td>S/N</td>
<td>$\Delta F$ (10$^{-17}$ W m$^{-2}$)</td>
<td>Power (fW/cm$^{-1}$)</td>
</tr>
<tr>
<td>SLW B3</td>
<td>14 ± 5</td>
<td>3</td>
<td>6 ± 2</td>
<td>20 ± 9</td>
</tr>
<tr>
<td>SLW B4</td>
<td>61 ± 5</td>
<td>11</td>
<td>6.5 ± 0.6</td>
<td>82 ± 6</td>
</tr>
<tr>
<td>SLW C3</td>
<td>18 ± 9</td>
<td>2</td>
<td>10 ± 5</td>
<td>9 ± 5</td>
</tr>
<tr>
<td>SLW C4</td>
<td>398 ± 6</td>
<td>63</td>
<td>7.2 ± 0.1</td>
<td>341 ± 6</td>
</tr>
<tr>
<td>SLW C5</td>
<td>23 ± 6</td>
<td>4</td>
<td>6 ± 2</td>
<td>20 ± 4</td>
</tr>
<tr>
<td>SLW D3</td>
<td>20 ± 6</td>
<td>3</td>
<td>7 ± 2</td>
<td>7 ± 3</td>
</tr>
<tr>
<td>SLW D4</td>
<td>6 ± 4</td>
<td>1</td>
<td>5 ± 3</td>
<td>28 ± 8</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

The ILS of the SPIRE spectrometer has been measured from observations of unresolved far-IR sources. The results are in excellent agreement with theory. The effects on the observed spectral frequency as a function of angular position of the detector on the sky, while well below the resolution of the spectrometer, are consistent with the theoretical model. Finally, the SPIRE spectrometer line sensitivity, as determined from this analysis, is found to be in close agreement with that predicted from theoretical modeling. Moreover, the analysis presented here will play an important role in planning the measurements that will be obtained in future instrument test campaigns.
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